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Abstract

There are numerous combinations of neural networks (NNs) and evolutionary algorithms (EAs) used in classification problems. EAs

have been used to train the networks, design their architecture, and select feature subsets. However, most of these combinations have been

tested on only a few data sets and many comparisons are done inappropriately measuring the performance on training data or without using

proper statistical tests to support the conclusions. This paper presents a comprehensive empirical evaluation of eight combinations of EAs

and NNs on 15 public-domain and artificial data sets. Our objective is to identify the methods that consistently produce accurate classifiers

that generalize well. In most cases, the combinations of EAs and NNs perform equally well on the data sets we tried and were not more

accurate than hand-designed neural networks trained with simple backpropagation.
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I. Introduction

There are numerous combinations of neural networks (NNs) and evolutionary algorithms (EAs) used in classification

problems. EAs have been used to train the networks, design their architecture, and select feature subsets [1], [2], [3].

Most of these combinations have been tested on few data sets and only a handful of studies have compared different

combinations of EAs and NNs on the same domain [4], [5], [6]. Moreover, many comparisons are done inappropriately

using the performance on training data or without using proper statistical tests to support the conclusions.

This paper presents a comprehensive empirical evaluation of eight combinations of EAs and NNs on 16 public-domain

and artificial data sets. Our objective is to identify the methods that consistently produce accurate classifiers that

generalize well. To perform the comparisons, we use a recently-developed statistical test that is well accepted in machine

learning for comparing classifiers.

We cannot test the myriad combinations of EAs and NNs that have been proposed, but we chose combinations that

are representative of the main types. First, we experimented with EAs to train neural networks. We used different EAs
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with binary and real encodings. Since it is well known that EAs can benefit from combining them with local optimizers,

we hybridized the EAs with backpropagation and experimented varying the number of epochs. We also explored the

possibility of altering the weights encoded in the chromosomes of EA individuals using the results of backpropagation

(Lamarckian evolution) as well as exploiting the Baldwin effect, where the improved results are used in the fitness

calculations, but the chromosomes remain unaltered.

We also experimented with EAs to select feature subsets and with four methods to design the architecture of the NNs

with EAs. To design the networks we used direct encodings that specify each connection among neurons to build and

prune the networks, as well as indirect encodings that develop the structure of the networks from information contained

in the chromosomes.

In a previous study, we compared six of the algorithms used in the present paper on real-life astronomical data [7].

The algorithms we tried performed equally well on that data with one notable exception: Using genetic algorithms

(GAs) to select feature subsets yielded the most accurate classifiers. Those results motivated us to explore EA and

NN combinations in more detail to verify if our conclusions applied to other data sets. Somewhat surprisingly, and in

contrast to other studies, the experiments in this paper show that the combinations of EAs and NNs performed equally

well in most cases. Moreover, the EA and NN combinations were not more accurate than networks trained with simple

backpropagation.

The following section reviews several combinations of EAs and NNs that have appeared previously in the literature.

Section III describes the data sets, algorithms, and the statistical test used to compare the experimental results, which

are presented in section IV. Section V concludes the paper with our observations and plans for future work.

II. Background

Evolutionary algorithms and neural networks have been combined in two major ways. First, EAs have been used to

train or to aid in the training of NNs. In particular, EAs have been used to search for the weights of the network, or

to reduce the size of the training set by selecting the most relevant features. The second major type of collaboration is

to use EAs to design the structure of the network. The structure largely determines the efficiency of the network and

the classes of problems that it can solve. It is well known that to solve non-linearly separable problems, the network

must have at least one hidden layer between the inputs and outputs; but determining the number and the size of the

hidden layers is mostly a matter of trial and error. EAs have been used to search for these parameters, as well as for

the pattern of connections and for developmental instructions to generate a network. The interested reader may consult

more extensive reviews [1], [8], [2], [3].

This section first reviews some basic concepts from evolutionary algorithms. Then, we describe how to use EAs to

train NNs, to select features, and to determine the topology of the network.
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A. Evolutionary Algorithms

Evolutionary algorithms are randomized search procedures that mimic the process of natural evolution to solve

optimization problems. There are different types of evolutionary algorithms, such as genetic algorithms [9], evolution

strategies, evolutionary programming, and genetic programming. Despite some differences, EAs share many properties.

EAs operate on a population of individuals that represent possible solutions to a problem. The representation of a

solution is defined by the user and may be as simple as a string of zeroes and ones or as complex as a computer program.

The initial population may be created entirely at random or using some domain knowledge (in the form of previously

known solutions, for example). The algorithm evaluates the individuals to determine how well they solve the problem at

hand with an objective function, which is unique to each problem and must be supplied by the user. The individuals with

better performance are selected into a mating pool to serve as parents of the next generation of individuals. EAs create

new individuals using simple randomized operators that are inspired by sexual recombination (crossover) and mutation

in natural organisms. The new solutions are evaluated, and the cycle of selection and creation of new individuals is

repeated until a satisfactory solution is found or a predetermined time limit elapses.

There are numerous methods to select promising solutions into the mating pool. This paper uses binary (pairwise)

tournaments, which is one of the simplest selection methods. This selection method randomly selects two individuals

without replacement from the current population, and the most fit individual (according to the objective function) is

incorporated into the mating pool. The random pairing of individuals is repeated twice to obtain a mating pool of the

same size as the original population.

Most of the experiments of the present study use binary-encoded GAs. In GAs, crossover is the primary method

to create new solutions and we use two crossover operators in the present study: multi-point and uniform crossovers.

Multi-point crossover randomly chooses a pair of previously selected individuals from the mating pool and a number of

crossover points along their chromosomes. Then, this operator exchanges segments of the two chromosomes delimited

by the crossover points. Uniform crossover randomly selects the donor parent for each bit in the offspring.

In GAs, mutation occurs with a low frequency, but mutation is the primary search operator in evolution strategies

and evolutionary programming. In the binary case, mutation consists of flipping one randomly-chosen bit from zero

to one or vice versa. Some theoretical studies support the use of a mutation rate of 1/l, where l is the length of the

chromosome [10], [11]. Although our application may not satisfy the assumptions made in those studies, this choice of

mutation rate has been successful in several practical situations, and we adopt it for our experiments.

B. Training Networks with Evolutionary Algorithms

Training a neural net is an optimization task with the goal of finding a set of weights that minimizes some error

measure. The search space is high dimensional and, depending on the error measure and the input data, it may contain

numerous local optima. Some traditional network training algorithms, such as backpropagation (BP), use some form of
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gradient search, and may get trapped in local optima. In contrast, EAs do not use any gradient information, and are

likely to avoid getting trapped in a local optimum by sampling simultaneously multiple regions of the space.

A straightforward combination of genetic algorithms and neural networks is to use the EA to search for weights that

make the network perform as desired. The architecture of the network is fixed by the user prior to the experiment. In

this approach, each individual in the GA represents a vector with all the weights of the network.

In the simplest variation of this method, the weights found by the EA are used in the network without any further

refinement [12], [13], [14], [15]. This is particularly useful when the activation function of the neurons is non-differentiable

and traditional gradient-based training algorithms cannot be used.

An alternative is to use backpropagation or other methods to refine the weights represented in each individual [16],

[17]. The motivation of this approach is that GAs quickly identify promising regions of the search space, but they do not

fine-tune parameters very fast. So, EAs are used to find a promising set of initial weights from which a gradient-based

method can quickly reach an optimum. This approach extends the processing time per individual, but sometimes the

overall training time can be reduced because fewer individuals may need to be considered before reaching an acceptable

solution.

EA can also be used to refine weights found by a traditional NN learning algorithm [18]. In general, seeding the initial

population is an effective way to bias the EA toward good solutions.

These approaches are straightforward and have produced good results, but suffer from several problems. First, since

adjacent layers in a network are usually fully connected, the total number of weights is O(n2), where n is the number

of units. Longer individuals usually require larger populations, which in turn result in higher computational costs. For

small networks, the GA can be used to search for good weights efficiently, but this method may not scale up to larger

domains.

Another drawback is the so-called permutations problem [19]. The problem is that by permuting the hidden nodes of

a network, the representation of the weights in the chromosome would change, although the network is functionally the

same. Some permutations may not be suitable for GAs because crossover might easily disrupt favorable combinations of

weights. To ameliorate this problem, Thierens [20] suggested placing incoming and outgoing weights of a hidden node

next to each other. An analysis by Hancock [21] suggested that the permutation problem is not as difficult as it is often

presented, and Thierens [22] presented an encoding that avoids the permutations problem altogether.

The most common approach is to use the EA to find the initial weights and then refine the weights with backpropa-

gation. There are two variations of these hybrid methods, which are inspired by the Lamarckian model of evolution and

the Baldwin effect. In the Lamarckian algorithm, the weights of the trained network are encoded back in the chromo-

somes. While in natural evolution it is impossible to change a genome to reflect acquired or learned characteristics, the

Lamarckian mechanism has demonstrated its usefulness in some EA applications. In a Baldwinian algorithm, the fitness
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is calculated using a BP-trained network, but the weights modified by BP are not encoded back into the chromosomes.

The Baldwin effect has also been shown useful in EA applications.

Of course, the success of Lamarckian or Baldwinian approaches depends on the problem. In evolving neural networks

the results have been mixed: Ku and Mak [23] show improved performance using a Lamarckian strategy while Gruau

and Whitley [24] obtained equally effective results with a Lamarckian and Baldwinian algorithms. Similarly, in general

function optimization, the results are mixed: Whitley, Gordon and Mathias [25] observed that using the Baldwin effect

was slower but more effective than a Lamarckian approach; Houck, Jones, Kay, and Wilson [26] showed that pure

Lamarckian and Baldwinian approaches were outperformed by updating the chromosomes of only a fraction of the

population (i.e., using a “partial” Lamarckianism); and Julstrom [27] showed examples where using the Baldwin effect

was actually worse than straightforward Darwinian search and the best results were obtained with Lamarckian strategies.

In the present paper, we investigate both Lamarckian and Baldwinian approaches.

C. Feature Selection with Evolutionary Algorithms

Besides searching for weights, EAs may be used to select the features that are input to the NNs. The training examples

may contain features that are irrelevant or redundant, but it is generally unknown a priori which features are relevant.

Avoiding irrelevant and redundant features is desirable not only because they increase the size of the network and the

training time, but also because they may reduce the accuracy of the network.

Selecting a subset of features with EAs is straightforward, using binary-encoded GAs and the so-called wrapper

approach [28]: The chromosome of the individuals contains one bit for each feature, and the value of the bit determines

whether the feature will be used in the classification. The individuals are evaluated by training the networks (that have

a predetermined structure) with the feature subset indicated by the chromosome. The resulting accuracy is used to

calculate the fitness. Since the pioneering work of Siedlecki and Sklanski [29], genetic algorithms have been used for

many feature selection problems using neural networks [30], [31], [32], [33] and other classifiers such as decision trees [34],

k-nearest neighbors [35], [36], rules [37], and Naive Bayes [38], [39].

D. Using EAs to Design the Topology

As mentioned before, the topology of a network is crucial to its performance. If a network has too few nodes and

connections, it may not be able to learn the required concept. On the other hand, if a network has too many nodes and

connections, it may overfit the training data and have poor generalization. Miller, Todd, and Hedge [40] identified two

major approaches to use EAs to design the topology of NNs: use a direct encoding to specify every connection of the

network or evolve an indirect specification of the connectivity.
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D.1 Direct Encodings

The key idea behind direct encodings is that a neural network may be regarded as a directed graph where each node

represents a neuron and each edge is a connection. A common method of representing directed graphs is with a binary

connectivity matrix: the i, j-th element of the matrix is one if there is an edge between nodes i and j, and zero otherwise.

Binary-encoded GAs appear well suited for direct encoding, because the connectivity matrix can be represented in a GA

simply by concatenating its rows or columns [40], [41]. The algorithm uses the connectivity matrix to build a network

which is then trained, and the performance of the network is used to calculate the fitness. Using this method, Whitley,

Starkweather, and Bogart [42] showed that the GA can find topologies that learn faster than the typical fully-connected

feedforward network. The GA can be explicitly biased to favor smaller or sparsely connected networks, which can be

trained faster. However, since each connection is explicitly coded, the length of the individuals is O(n2) (where n is the

number of neurons), and the algorithm is not scalable to large problems.

Instead of using direct encodings to build a network, it is possible to use direct encodings to prune an excessively

large network to try to improve its generalization. Numerous algorithms have been used to prune neural networks [43].

Pruning begins by training a fully-connected neural network. Most pruning methods delete a single weight at a time

in a greedy fashion, which may result in suboptimal networks. Additionally, many pruning methods fail to account

for interactions between multiple weights. This may be problematic if, for example, a network has two weights that

should be deleted, but deleting only one weight results in a decrease in performance. Greedy methods would not prune

the weights, but an algorithm that considers weight interactions and more than one weight at a time may have better

chances of reducing the size of the network significantly without affecting the classification accuracy. For these reasons,

GAs seem promising for NN pruning.

Genetic algorithms have been used to prune networks with good results [42], [44], [45]. Whitley and Bogart [46]

suggest to retrain the network for a few epochs after pruning. We performed experiments to confirm this idea, but we

found only limited advantages of retraining. It is also possible to prune entire (input and hidden) nodes, but in the

present paper we experiment only with the more common approach of pruning individual weights.

D.2 Indirect Encodings

A simple indirect encoding method is to commit to a particular topology (feedforward, recurrent, etc.) and a particular

learning algorithm, and then use an EA to find the parameter values that complete the network specification. For

example, with a fully-connected feedforward network, the EA may search for the number of layers and the number

of units per layer. Another example would be to code the parameters of a particular learning algorithm, such as the

momentum and the learning rate of backpropagation [41], [47]. By specifying only the parameters for a given topology,

the coding is very compact and well suited for an evolutionary algorithm. However, this method is constrained by the

initial choice of topology and learning algorithm.
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A more sophisticated approach to indirect representations is to use a grammar to encode rules that govern the

development of a network. Kitano [48] introduced the earliest grammar-based approach. He used a connectivity matrix

to represent the network, but instead of encoding the matrix directly in the chromosome, he used a graph-rewriting

grammar to generate the matrix. The chromosomes contain rules that rewrite scalar matrix elements into 2×2 matrices.

In this grammar, there are 16 terminal symbols that are 2 × 2 binary matrices. There are 16 non-terminal symbols,

and the rules have the form n → m, where n is one of the scalar non-terminals, and m is a 2×2 matrix of non-terminals.

There is an arbitrarily designated start symbol, and the number of rewriting steps is fixed by the user.

Only the 16 right-hand sides of the rules are contained in the chromosome, the left side is implicit in the position

of the rule. To evaluate the fitness of individuals, the rules are decoded and the connectivity matrix is developed by

applying all the rules that match non-terminal symbols. Then, the connectivity matrix is interpreted and the network

is constructed and trained with backpropagation.

Perhaps the major drawback of this approach is that the number of units must be 2i (where i is any non-negative

integer), because after each rewriting step the size of the matrix doubles in each dimension.

Other examples of grammar-based developmental systems are the work of Boers and Kuiper [49] with Lindenmayer

systems, Gruau’s “cellular encoding” method [50], and the system of Nolfi, Elman, and Parisi [51] that simulates cell

growth, migration, and differentiation.

Siddiqi and Lucas [5] compared Kitano’s method against direct encoding and found that, in contrast to Kitano’s

original results, the direct encoding method performed at least as well as the grammar-based encoding. Grönroos [6]

also compared Kitano’s method against a direct encoding and Nolfi et al.’s indirect encodings. Grönroos experimented

with four artificial and four real-world problems. His experiments favored Kitano’s method, but also suggested that

the evolutionary algorithms did not find networks that were more accurate than hand-designed networks. However,

Grönroos did not had the computational resources to do appropriate statistical testing of his results.

E. Experimental Comparisons

As we mentioned in the introduction, only a handful of studies compare different combinations of EAs and NNs on the

same problems. Only a few more compare the performance of the EA against traditional network training algorithms.

Most of the publications introduce an algorithm and present results to demonstrate the feasibility of the new method.

These publications report valuable innovative research, but at some point the new algorithms must be carefully validated

and compared to existing approaches.

Usually, when combinations of EAs and NN are introduced, the algorithms are evaluated informally and there are

almost no follow up studies or independent verification of the results. The usual approach is to evaluate the newly

proposed method on very few data sets—and frequently only on a single one—severely limiting the generality of the

results. Unfortunately, most comparisons are done improperly, either by presenting “convergence graphs” that show
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the value of some statistic (usually not the classification accuracy) as a function of computational effort (measured as

generations, epochs, etc.) or by presenting a performance metric calculated on the training sets. While there might be

some value in those results, the accuracy of the final network must be evaluated on an independent test set that has not

been considered by the algorithm at any moment during construction or training of the networks.

Since EAs and NNs are stochastic algorithms, multiple experiments should be performed and compared with appro-

priate statistical tests to verify the validity of the comparisons. This may sound obvious, but it is still common practice

to compare results informally using convergence graphs or the results of single experiments.

Schaffer, Whitley, and Eshelman [8] noted that “studies rigorously comparing different approaches are as yet very

rare.” By examining the proceedings of a recent workshop on combinations of EAs and NNs [52] we observed that

comparisons remain very rare. Of nine papers relevant to classification, we found that only three used generally accepted

methods to estimate generalization (either crossvalidation experiments or training/testing partitions adequate for the

particular application). One of these three papers performed experiments on five data sets, another used three data

sets, and the last paper used a single data set of a particular application. Of these three papers, none verified the results

with statistical tests to support their conclusions, although one of the papers presented the variances of the experiments

allowing the reader to perform tests. The remaining papers relevant to classification were mostly proof-of-concept papers

with single runs on single data sets, with no results of accuracy or no experiments at all.

Experimental deficiencies are not exclusive to research on combinations of EA and NNs. Prechelt [53] noted that the

situation was not much better in top neural network journals. Analyzing 190 papers, Prechelt found that one third

did not present a quantitative comparison with an existing method. His survey also found that 29% of new algorithms

were not evaluated on any real problem and that only 8% present results on more than one real-world problem. We

believe that the present paper addresses some of these concerns by using an accepted method to compare eight EA+NN

combinations against hand-designed neural nets on 12 real-world and four synthetic data sets.

III. Methods

This section details the data sets and algorithmic details used in this study as well as the method used to compare

algorithms. We defer details of the fitness functions and the parameters used in each algorithm to the next section.

The data sets used in the experiments are briefly described in Table I. The data sets are available in the UCI

repository [54], except for the last four synthetic data sets. Random21 and Redundant21 are synthetic data sets with 21

features each. The target concept of these data sets is to define whether their first nine features are closer to (0,0,...,0) or

(9,9,...,9) in Euclidean distance. The features were generated uniformly at random in the range [3,6]. All the features in

Random21 are random. The first, fifth, and ninth features are repeated four times each in Redundant21. The accuracy

of neural networks may be degraded if trained with irrelevant or redundant features, and we intend to use these synthetic

data sets to test the robustness of the algorithms. We took the definition of Redundant21 from the feature selection
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Fig. 1. The POL2 (left) and RCB2 (right) artificial data sets.

Features Neural Network
Domain Cases Class Cont. Disc. Miss Input Output Hidden Epochs
Breast Cancer 699 2 9 – N 9 1 5 20
Credit-Australian 653 2 6 9 Y 46 1 10 35
Credit-German 1000 2 7 13 N 62 1 10 30
Pima Diabetes 768 2 9 – Y∗ 8 1 5 30
Heart-Cleveland 303 2 6 7 N 26 1 5 40
Housing 506 3 12 1 N 13 3 2 70
Ionosphere 351 2 34 – N 34 1 10 40
Iris 150 3 4 – N 4 3 5 80
Kr-vs-kp 3196 2 – 36 N 74 1 15 20
Sonar 208 2 60 – N 60 1 10 60
Wine 178 3 13 – N 13 3 5 15
POL2 2000 2 2 – N 2 1 15 30
RCB2 2000 8 2 – N 2 8 10 25
Random21 2500 2 21 – N 21 1 1 100
Redundant21 2500 2 21 – N 21 1 1 100

TABLE I

Description of the data sets used in the experiments. For each data set, the table shows the number of instances; the

number of classes; the number of continuous and discrete features; whether the data has missing values; the number of

input, hidden, and output units; and the number of epochs of backpropagation used to train the networks.

study by Inza et al. [38].

POL2 and RCB2-8 are the two-dimensional data sets depicted in figure 1. We used these data sets in previous

experiments with oblique decision trees [55]. The concept represented by the POL2 data is a set of four parallel oblique

lines (hence its name), it contains 2000 instances divided into two classes. The “rotated checker board” (RCB2) data

also has 2000 instances, but in this case they are divided into eight classes.

Instances with missing values in Credit-Australian were deleted. Following the usual practice, the missing values in

Pima-Diabetes (denoted with zeroes) were not removed and were treated as if their values were meaningful. The classes

in Housing were obtained by discretizing the attribute “mean value of owner-occupied homes” as follows: class = 1 if
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log(median value) ≤ 9.84, class = 2 if 9.84 < log(median value) ≤ 10.075, and class = 3 otherwise.

For all experiments, each numeric feature in the data was linearly normalized to the interval [−1, 1]. The discrete

features and the class labels were encoded with the usual 1-in-C coding if there are C > 2 values (one of the C outputs

is set to 1 and the rest to -1). Binary values were encoded as a single -1 or 1 value.

The programs were written in C++ and compiled with g++ version 2.96 with -O2 optimizations. The experiments

were executed on a single processor of a Linux (Red Hat 7.1) workstation with dual 2.4 GHz Intel Xeon processors and

512 Mb of memory. The programs used a Mersenne Twister random number generator.

The experiments used feedforward networks with one hidden layer. All neurons are connected to a “bias” unit with

constant output of 1.0. Unless specified otherwise, the inputs are connected to all the hidden units, which in turn are

connected to all the outputs. In feedforward operation, the units compute their net activation as net =
∑d

i=1 xiwi +w0,

where d is the number of inputs to the neuron, xi is an input, wi is the corresponding weight, and w0 is the weight

corresponding to the “bias” unit. Each unit emits an output according to f(net) = tanh(βnet). Unless specified

otherwise, we set β = 1.0 in all experiments. Some of the experiments used simple backpropagation with momentum

with a learning rate of 0.15 and a momentum term of 0.9. The network sizes and the number of training epochs varied

for each data set and are specified in Table I. These backpropagation and network parameters were taken from a study

by Opitz and Maclin [56]. In each epoch, the examples were presented to the network in a different random order.

The usual method to compare classification algorithms is to perform k-fold crossvalidation experiments to estimate

the accuracy of the algorithms and use t-tests to confirm if the results are significantly different. In crossvalidation,

the data D is divided into k non-overlapping sets, D1, ..., Dk. At each iteration i (from 1 to k), the network is trained

with D\Di and tested on Di. However, it has been shown that comparing algorithms using t-tests on crossvalidation

experiments results in an increased type-I error: The results are incorrectly deemed significantly different more often

than expected given the level of confidence used in the test [57].

To amerliorate this problem, we followed the procedure recommended by Dietterich [57] and Alpaydin [58] and used

5 iterations of 2-fold crossvalidation (5x2cv). In each iteration, the data were randomly divided in halves. One half was

input to the algorithms, and the other half was used to test the final solution. The accuracy results presented in the

next section are the average and standard deviations of the ten tests.

Note that the algorithms further split the half of the data input to them into training/validation sets or use it in

internal crossvalidations experiments to guide the search or to decide when to stop. Presenting the results of these

internal crossvalidations or the accuracy on the validation set as the final result of the algorithms is common, but

incorrect. The final results should always be tested on unseen data. The accuracy results that we present are obtained

by testing the final solutions on the half of the data that has not been considered at all by the algorithms.

Having an outer 5x2 crossvalidation loop allows us to partition the data to do proper comparisons on unseen testing
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data and also to use the combined F test proposed by Alpaydin [58] that ameliorates the problems of the crossvalidated

t-test and has high power. Let p
(j)
i denote the difference in the accuracy of two classifiers in fold j of the i-th iteration

of 5x2cv, p̄ = (p(1)
i + p

(2)
i )/2 denote the mean, and s2

i = (p(1)
i − p̄)2 + (p(2)

i − p̄)2 the variance, then

f =

∑5
i=1

∑2
j=1

(
p
(j)
i

)2

2
∑5

i=1 s2
i

is approximately F distributed with 10 and 5 degrees of freedom. We rejected the null hypothesis that the two algorithms

have the same error rate with a 0.05 significance level if f > 4.74. All the algorithms used the same training and testing

data in the two folds of the five crossvalidation experiments.

IV. Experiments

We present experiments that correspond to the combinations of EAs and NNs discussed in section II: using EAs to

train neural networks, select feature subsets, and design network topologies.

A. Training Networks with EAs

We trained neural networks with the following methods:

1. Using binary-encoded GAs and real-encoded EAs to search for weights.

2. Using a binary-encoded GA to search for initial weights and refine the weights using backpropagation.

(a) Varying the number of backpropagation epochs (1, 2, and 5 epochs).

(b) Varying the fraction of individuals refined with BP.

(c) Using Baldwinian and Lamarckian evolution models.

The first objective of these experiments is to test whether there is an advantage of using real vs. binary codings in

training neural nets on our selection of data sets. We recognize that the comparison is necessarily incomplete, as we

cannot test the myriad algorithmic variations and operators designed to operate on binary and real values. However,

we present results with algorithms that represent extremes in the sophistication of EAs in use: a simple GA with a

straightforward binary encoding and a state-of-the-art real parameter GA.

The second objective is to test the advantage of hybridizing the EAs using backpropagation to refine the weights.

We varied the number of BP epochs to measure how much local search is required to reach good solutions. It has been

suggested that refining a small fraction of individuals is enough to benefit from the hybridization with local optimizers.

We performed experiments where 5% of the individuals (the usually recommended fraction) are refined by BP and

experiments where the entire population is refined. We also tested whether encoding the trained weights back into the

individuals (Lamarckian evolution) results in more accurate networks than simply using the trained network to assess

the fitness without modifying the chromosomes (Baldwin effect).
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To avoid overfitting, we follow the usual procedure of splitting the input data into evaluation and validation sets. The

evaluation set with 70% of the items will be used to evaluate the fitness of the individuals. The validation set consists

of the remainding 30% of the data and will be used to estimate the generalization ability of the best result found during

each generation. The output of the GA will be the solution that exhibited the highest accuracy on the validation set.

The results presented in the tables are the averages of the 5x2cv accuracies measured on the test sets that have not been

considered during training.

A.1 Binary and Real Encodings

In the binary-encoded GA, each weight was represented with 16 bits and ranged in [-1, 1]. The population size for

the GAs was set to n = �3√l�, where l is the length of the chromosomes in bits, following the gambler’s ruin model for

population sizing that asserts that the population size required to reach a solution of a particular quality is O(
√

l) [59].

The initial population was initialized uniformly at random. The results reported are from GAs that used uniform

crossover. Extensive testing with single- and multi-point crossovers did not yield significant differences. The mutation

rate was set to 1/l, following theoretical studies [10], [11] that assert that, under some conditions, this is an optimal

setting. Although our problems may not satisfy the assumptions of the analyses, this choice of mutation rate has been

successful in several practical situations. As in all experiments, pairwise tournament selection without replacement was

used to select promising solutions. The entire population is replaced every generation and there is no elitism. The GA

was stopped after a limit of 100 generations and the solution with the highest estimated accuracy on the validation set

was returned.

For the real encoding, we chose the EA described by Deb, Anand, and Joshi [60]. This EA is based on a parent-centric

recombination operator (PCX) and a steady-state elitist replacement method (G3). The parent-centric recombination

means that offspring are likely to be close to the parents, in contrast with other recombination operators where the

offspring are close to the centroid of the parents. The G3 method always selects the best individual to participate as a

parent. Two other parents are selected randomly. After offspring are created, the method replaces two randomly selected

parents with the best two solutions from a combined population formed of the two parents and the newly generated

offspring. We refer to this EA as G3PCX. Deb et al. [60] compared the performance of their system against five real

parameter optimizers: two real-encoded GAs, a correlated self-adaptive evolution strategy, differential evolution, and

the quasi-Newton method. G3PCX consistently reached target solutions using fewer function evaluations than the other

methods, and G3PCX was shown to scale well to increasing problem size. For our experiments, we modified the code

provided by the authors to use a Mersenne Twister random number generator, to allocate memory dynamically, and to

use the termination criteria described below.

For G3PCX, we set the population size to n = �30
√

l�, where l is the number of weights in the network. The algorithm

was stopped after n iterations with no change in the best solution found, or after a limit of 50n function evaluations.
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Domain Neural Net G3PCX Binary
Breast Cancer 96.39 0.58 98.94 2.35 98.88 0.32

Credit-Australian 82.53 9.49 82.05 2.86 83.28 1.69

Credit-German 70.12 1.39 30.00 1.46 70.94 1.49

Diabetes-Pima 73.30 3.47 75.49 1.3 73.83 2.45

Heart-Cleveland 78.17 3.16 90.42 2.12 87.72 3.42

Housing 64.62 12.76 61.22 4.70 67.94 7.31

Ionosphere 84.77 3.80 64.10 2.04 74.10 1.94

Iris 94.53 2.12 89.73 11.7 88.67 6.09

Kr-vs-kp 74.30 6.47 80.12 4.04 90.14 0.60

Sonar 69.61 3.12 67.40 5.44 73.65 2.55

Wine 95.16 1.76 84.94 11.46 92.47 4.55

POL2 90.72 2.53 87.74 1.65 90.81 1.81

RCB2-8 92.61 0.88 53.96 6.88 96.41 1.41

Random21 91.70 3.76 97.52 0.68 93.29 4.24

Redundant21 91.75 3.95 98.88 0.61 98.52 0.50

Mean Accuracy 83.35 77.50 85.38
Median Time 4.9 8.6 41
Mean Time 10.1 11.8 277

TABLE II

Means and standard deviations of the classification accuracies obtained by a hand-designed neural network, the G3PCX

real-encoded algorithm, and a binary-encoded simple GA. Results that are significantly different (α = 0.05) from the

hand-designed neural network (first column) are highlighted in bold. Times are in CPU seconds.

Since the G3PCX algorithm uses steady-state replacement, the iterations in the G3PCX algorithm do not correspond

to generations in the simple GA, and we calibrated the termination criteria experimentally. The PCX parameters σζ

and ση were both set to 0.2. All other parameters were set to their default values.

In both the binary- and real-encoded GAs, the fitness of each individual was calculated by placing the weights encoded

by the individual into a neural net and calculating the accuracy on the evaluation set (70% of the training data). The

architecture of the neural net for each problem is fixed before the experiments as described in Table I. The network

with the best accuracy in the validation data (30% of the training data) is returned as the result of an experiment. As

explained previously, the results reported are the averages of 5x2cv accuracies measured with previously unseen test

sets.

The results of the binary GA and the real-encoded G3PCX are presented in Table II along with the results of a

hand-designed neural network trained with backpropagation using the number of epochs specified in Table I. Bold

typeface is used to highlight the results that are significantly different from the hand-designed neural network (first

column) according to the combined F test at a 0.05 significance level. The table shows that only very few results of the

EAs are significantly different than backpropagation: The GA found significantly better results in three cases, while the

G3PCX was divided with two better and five worse results than the neural net. In the remainder of the experiments,

we use only the binary-encoded GA.
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A.2 Refining Weights with Backpropagation

The second training method described in section II-B is to refine the weights encoded in the individuals using back-

propagation. This method has numerous options. The user must decide how many epochs of backpropagation will be

used, how many individuals will undergo refinement, and what to do with the refined weights. There is no guidance on

how to choose these parameters, so we experimented using one, two and five training epochs; we applied BP to 5% and

100% of the population; and we tested both Lamarckian and Baldwinian variations. To remain consistent, we used the

same network architecture and GA parameters as in the previous section.

At the end of each experiment in the Baldwinian model, the best set of weights found by the GA was used to initialize

a final network that was trained using the entire training data and tested on the previously unseen testing data. In the

case of Lamarckian evolution, the weights refined with BP were encoded back in the chromosomes of the individuals,

and therefore the final network was not trained further.

Table III has the results of Baldwinian and Lamarckian experiments on 5% of the population as well as the binary

GA results from Table II to facilitate comparisons. As before, bold denote results that are significantly different from

the hand-designed neural networks and daggers (†) denote results that are significantly different than the simple GA

without BP.

Recall that the binary GA performed significantly better than the hand-designed NN on the Breast Cancer, Kr-vs-kp

and Sonar data sets. Both Baldwinian and Lamarckian methods perform significantly better than the hand-designed

neural net in the same three data sets, and there are only a few other significant differences. In particular, with

Credit-Australian, the Baldwinian method found significantly more accurate networks when one epoch was used, but

the differences were not significantly different with more BP epochs or with Lamarckian evolution. In fact, the results

indicate that additional epochs of BP tend to decrease the accuracy of the networks on the testing data and that

Lamarckian evolution performs slightly worse than the Baldwinian method.

The decrease in accuracy with additional BP epochs is coupled with a slight—but consistent—reduction in the

number of generations until termination. This suggests that BP might have effectively refined the weights of a few

(5%) individuals that quickly dominated the population before allowing sufficient time to explore the search space. One

possibility to avoid this dominance of a few is to refine all the individuals.1

The results of refining all the individuals in the population are presented in Table IV. In these results, the trend of

diminishing accuracy with increased refinement epochs is much less noticeable. With POL2 refining all the population

caused the accuracy to fall ≈ 10%, and in RCB2-8 the accuracy improved noticeably. However, in general the accuracies

1There are, of course, many alternatives to deal with the so-called premature convergence problem. The problem and some alternatives
are described by Goldberg [61]. Effective solutions seek a balance between selection and exploration either by altering the selection method
or the genetic operators used to explore new solutions. To facilitate comparisons with the rest of the experiments of this section, we decided
to change the fraction of individuals refined with BP, which is one of the parameters we are studying, and leave the GA parameters and
operators unchanged.
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Baldwinian Evolution Lamarckian Evolution
Domain 0 BP 1 BP 2 BP 5 BP 1 BP 2 BP 5 BP
Breast Cancer 98.88 0.32 98.48 0.54 98.91 0.33 99.03 0.43 98.68 0.50 98.74 0.48 99.08 0.48

Credit-Australian 83.28 1.69 84.12 3.14 83.75 1.55 83.32 1.91 81.86 3.13 81.15 1.56 81.11 3.56

Credit-German 70.94 1.49 71.15 1.95 71.98 2.12 70.12 1.43 71.92 1.24 71.67 1.33 69.85 1.93

Diabetes-Pima 73.83 2.45 73.98 3.38 74.92 2.04 74.64 1.95 74.38 1.45 73.31 0.90 73.65 2.03

Heart-Cleveland 87.72 3.42 88.68 1.11 89.25 1.19 89.21 1.99 86.45 2.48 88.82 1.83 87.98 1.75

Housing 67.94 7.31 68.77 2.55 70.91 2.71 69.54 2.56 † 71.50 2.23 69.21 3.27 67.94 3.98

Ionosphere 74.10 1.94 † 68.43 2.87 † 69.43 3.45 † 67.86 4.55 † 65.12 3.06 † 65.88 4.04 † 64.65 4.95

Iris 88.67 6.09 89.47 6.49 † 91.07 4.38 87.20 9.05 89.20 12.74 88.00 13.17 88.13 10.67

Kr-vs-kp 90.14 0.60 91.42 0.88 91.71 1.20 89.66 1.06 † 80.88 2.65 † 79.80 3.52 † 78.29 1.89

Sonar 73.65 2.55 74.44 3.78 74.12 2.15 72.83 3.32 72.40 2.72 73.31 2.96 72.96 4.32

Wine 92.47 4.55 91.91 3.55 90.90 5.45 89.55 4.11 91.69 3.19 92.25 3.27 91.01 3.52

POL2 90.81 1.81 85.28 9.42 86.40 4.13 † 79.33 6.96 85.80 8.94 83.43 6.77 81.87 8.31

RCB2-8 96.41 1.41 † 52.56 12.93 † 52.47 17.42 † 64.99 11.28 † 62.49 9.89 † 63.01 12.32 † 63.11 14.23

Random21 93.29 4.24 93.47 1.48 92.61 1.87 93.88 3.73 94.64 1.71 93.63 1.98 94.04 1.51

Redundant 98.52 0.60 98.22 1.15 97.72 2.18 98.66 0.75 98.68 0.75 97.96 0.93 98.13 1.16

Mean Accuracy 85.38 82.03 82.41 81.99 81.71 81.34 80.79
Median Time 41 77 89 136 101 114 145
Mean Time 277 4132 5963 11329 4138 5944 11328

TABLE III

Means and standard deviations of accuracies obtained by initializing the neural nets with the weights encoded in the

chromosomes and applying backpropagation for 1, 2, and 5 epochs. Results using Baldwinian and Lamarckian variations on

5% of the members of the population are presented. Results that are significantly different (α = 0.05) from the

hand-designed neural network are in bold and daggers (†) indicate results significantly different than the GA without BP

(first column). Times are given in CPU seconds.

are not much different than with refining only 5% of the individuals, and since refining the entire population is much

more costly, this option should probably be avoided.

B. Feature Selection

The next combination of GAs and NNs that we considered is the use of GAs to select a subset of features that will

be used to train the networks, as described in section II-C.

We use a binary-encoded GA, because binary codings are natural for this problem. The chromosomes in the GA had

one bit for each feature. The population was initialized uniformly at random with �3√l� individuals, but a minimum

population size of 20 individuals was enforced. The GA used uniform crossover with probability 1.0 and mutation with

rate 1/l. The networks were trained for the number of epochs indicated in Table I. The algorithm was stopped after the

best solution found did not change in five generations, or until a limit of 50 generations was reached. Across the data

sets we used, the largest number of generations until termination was 15 (averaged over the 5x2cv trials), indicating

that the GAs found good solutions early in their runs.

We are always interested in networks that classify accurately data that were not used in training. In the case of

feature selection, we evaluate the fitness of candidate feature subsets using an estimate of the generalization given by a

single five-fold crossvalidation.

Since the fitness is an estimate of the generalization of the networks, it may seem appropriate to report the best fitness

found by the GA as the result of the algorithm. However, as it has been recently demonstrated [62], [63] this approach

has a risk of overfitting the training data. Instead, we use the best feature subset found by the GA to train a final
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Baldwinian Evolution Lamarckian Evolution
Domain 0 BP 1 BP 2 BP 5 BP 1 BP 2 BP 5 BP
Breast Cancer 98.88 0.32 98.83 0.45 98.86 0.50 98.60 0.62 98.88 0.49 98.94 0.57 98.86 0.38

Credit-Australian 83.28 1.69 82.02 2.95 81.75 1.60 82.60 1.33 79.88 2.94 80.03 1.60 79.11 2.75

Credit-German 70.94 1.49 68.23 2.15 68.11 1.83 67.88 2.03 68.92 2.34 67.66 1.84 66.58 2.10

Diabetes-Pima 73.83 2.45 73.83 2.45 74.53 1.65 72.92 2.10 73.83 1.57 73.07 3.53 72.63 1.56

Heart-Cleveland 87.72 3.42 88.58 1.27 88.45 1.39 88.32 2.29 86.87 2.06 88.98 1.61 87.66 1.57

Housing 67.94 7.31 68.14 3.23 66.84 3.28 65.26 5.71 65.89 2.97 65.18 4.54 63.32 5.48

Ionosphere 74.10 1.94 73.88 2.15 73.15 2.73 72.89 2.98 74.25 1.62 74.03 2.15 73.77 3.67

Iris 88.67 6.09 91.33 6.20 89.87 4.05 91.07 5.40 92.40 4.85 93.20 3.84 92.00 3.72

Kr-vs-kp 90.14 0.60 89.48 0.60 89.71 1.01 86.46 0.66 72.30 4.05 69.48 2.52 73.12 2.56

Sonar 73.65 2.55 72.50 5.27 72.12 3.96 71.73 4.39 72.40 3.57 71.63 3.80 70.48 5.21

Wine 92.47 4.55 93.60 3.10 92.02 3.71 92.36 3.29 89.55 4.35 87.98 2.56 87.08 5.73

POL2 90.81 1.81 81.88 7.37 75.77 5.46 † 68.69 7.52 † 72.21 16.9 † 76.01 14.2 † 76.69 9.94

RCB2-8 96.41 1.41 89.21 13.23 88.64 8.88 89.54 9.99 97.02 5.8 † 87.67 2.26 90.95 1.24

Random21 93.29 4.24 92.98 3.54 89.74 2.85 86.63 4.76 87.05 3.14 85.23 3.23 86.69 2.32

Redundant 98.52 0.60 89.74 5.28 † 82.91 5.28 † 84.34 9.11 90.15 4.54 † 84.15 7.31 85.11 4.54

Mean Accuracy 85.38 83.62 82.16 81.29 81.44 80.22 80.27
Median Time 41 1099 1325 1869 1172 1519 2144
Mean Time 277 67082 90104 131053 65664 90890 142144

TABLE IV

Means and standard deviations of accuracies obtained by initializing the neural nets with the weights encoded in the

chromosomes and training the networks with backpropagation for 1, 2, and 5 epochs. Results using Baldwinian and

Lamarckian variations on all the members of the population are presented. Results that are significantly different

(α = 0.05) from the hand-designed neural network are in bold and daggers (†) indicate results significantly different than

the GA without BP (first column). Times are given in CPU seconds.

network on the entire training data and test the network on the testing data that has not been used by the algorithm

until this time. Table V shows the mean and standard deviations of the tests. POL2 and RCB2 are not used in the

feature selection experiments, because both of their two features are necessary for a correct classification.

The results indicate that the GA feature selection produced significantly more accurate results than with all the

features in four data sets and significantly worse results in only one case (Wine). In almost all cases, the GA successfully

decreased the dimensionality of the data by selecting approximately half of the original features without significant

decreases in accuracy.

The synthetic Random21 and Redundant21 data sets were included in the tests because they have known irrelevant

and redundant features, so it is interesting to examine in more detail the results with these data. Recall that Random21

has nine relevant and 12 random features. Table VI shows the features selected in each of the 5x2cv folds on the

Random21 data. Only in two cases, the GA missed one of the relevant features (and this resulted in substantially lower

accuracy in those folds), while it selected the irrelevant features very infrequently. Even with all the irrelevant features

in Random21, backpropagation performed well: The results of feature selection are not significantly different than using

all the features.

In Redundant21, features 1, 5, and 9 are repeated four times each. For example, feature 1 also appears in positions

10, 13, 16 and 19. Missing one feature would cause the accuracy to degrade, but selecting a feature more than once

does not cause problems. Table VII shows that in all cases the GA selected all the relevant features. Note that there

is no preference to select feature 1 over feature 10, 13, 16 or 19. As long as one of these features is selected, the target
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Num. of Features
Domain Accuracy Original Selected
Breast Cancer 96.48 1.38 9 6.3 1.15

Credit-Australian 84.71 2.33 46 23.5 2.75

Credit-German 71.00 3.16 62 29.6 3.80

Diabetes-Pima 75.70 2.48 8 4.5 0.97

Heart-Cleveland 84.72 12.49 26 12.6 2.32

Housing 68.65 2.50 13 8.3 1.94

Ionosphere 87.00 1.82 34 16.2 1.39

Iris 93.60 2.41 4 2.3 0.67

Kr-vs-kp 95.04 1.98 74 35.1 2.84

Sonar 72.98 5.03 60 31.9 5.97

Wine 86.06 10.59 13 8.5 1.58

Random21 96.61 4.71 21 13 1.24

Redundant21 98.65 1.08 21 13.9 1.52

Mean Accuracy 85.44 30.07 15.82
Median Time 1250
Mean Time 3172

TABLE V

Results of feature selection experiments. The table presents the 5x2cv mean accuracy and standard deviation, the number

of original inputs, and the mean and standard deviation of the number of features selected by the GA. Results that are

significantly different (α = 0.05) from the hand-designed neural network are highlighted in bold. Times are given in CPU

seconds.

Features
Selected 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 Accuracy

12 1 1 1 1 1 1 0 1 1 0 1 1 0 0 1 0 0 1 0 0 0 87.04
12 1 1 1 1 1 1 1 1 1 0 0 0 0 0 1 0 0 0 0 1 1 99.52
15 1 1 1 0 1 1 1 1 1 0 1 1 0 0 1 0 1 1 1 1 0 88.48
12 1 1 1 1 1 1 1 1 1 0 0 1 1 0 0 1 0 0 0 0 0 99.28
14 1 1 1 1 1 1 1 1 1 1 0 1 0 1 0 1 0 0 0 0 1 97.44
12 1 1 1 1 1 1 1 1 1 0 0 1 1 0 0 0 0 0 0 0 1 99.04
12 1 1 1 1 1 1 1 1 1 0 0 1 0 1 0 1 0 0 0 0 0 99.04
13 1 1 1 1 1 1 1 1 1 1 1 0 0 1 0 0 0 0 0 0 1 99.36
15 1 1 1 1 1 1 1 1 1 1 1 0 1 0 1 0 1 1 0 0 0 98.48
13 1 1 1 1 1 1 1 1 1 0 1 1 0 0 1 0 0 0 1 0 0 98.48

13.9 10 10 10 9 10 10 9 10 10 3 5 7 3 3 5 3 2 3 2 2 4 96.61

TABLE VI

Features selected in each of the 5x2cv folds on the Random21 data, where only the first 9 features are relevant. The last

line presents the average number of features and the number of times each feature was selected and the average accuracy.

concept will be completely specified.

C. Using EAs to Design the Networks

This section presents the results of experiments with four methods to use GAs to design neural networks.
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Features
Selected 1 2 3 4 5 6 7 8 9 1 5 9 1 5 9 1 5 9 1 5 9 Accuracy

15 0 1 1 1 1 1 1 1 0 1 1 1 1 1 0 1 1 0 1 0 0 98.40
13 1 1 1 1 0 1 1 1 1 0 0 0 1 0 1 0 0 1 0 1 1 99.20
15 1 1 1 1 1 1 1 1 1 0 1 1 0 0 1 1 1 1 0 0 0 99.36
12 0 1 1 1 0 1 1 1 0 1 0 1 1 1 0 1 1 0 0 0 0 98.72
14 1 1 1 1 1 1 1 1 0 0 1 1 0 1 1 1 0 0 0 1 0 98.56
11 1 1 1 1 0 1 1 1 1 0 0 1 1 0 0 0 0 0 0 1 0 99.36
14 1 1 1 1 1 1 1 1 1 0 1 0 0 1 0 0 1 1 1 0 0 98.96
15 1 1 1 1 0 1 1 1 1 0 1 1 1 0 1 0 1 0 0 1 1 98.72
14 1 1 1 1 0 1 1 1 1 0 0 1 1 0 1 1 1 1 0 0 0 95.76
16 0 1 1 1 1 1 1 1 1 1 0 0 1 1 1 1 1 0 0 1 1 99.52
13 7 10 10 10 5 10 10 10 7 3 5 7 7 5 6 6 7 4 2 5 3 98.65

TABLE VII

Features selected in each of the 5x2cv folds on the Redundant21 data. The last line presents the average number of

features and the number of times each feature was selected and the average accuracy.

C.1 Connectivity Matrix

In the first set of network design experiments, we used the GA to search for a connectivity matrix as described in

section II-D. For each data set, we fixed the number of hidden units to those indicated in Table I. The neurons are

numbered consecutively starting with the inputs and followed by the hidden units and outputs. The connectivity matrix

is encoded by concatenating its rows. We allow direct connections between the inputs and the outputs, and therefore

the string length is l = (hidden + outputs) ∗ inputs + hidden ∗ outputs bits. For these longer problems we use multi-

point crossover with probability 1.0 with l/10 crossover points and a mutation rate of 1/l. The populations contained

�3√l� individuals with an enforced minimum of 20 individuals. The GA was terminated after five generations of no

improvement of the best solution or if a limit of 50 generations was reached.

After building a network using the connectivity matrix specified in the chromosomes, the fitness was calculated with

five-fold crossvalidation experiments. In each fold, the network was trained with backpropagation using the number of

epochs specified in Table I. The best connectivity matrix found during the GA run was used to build a final network,

which was trained with the entire training data and tested on the previously unseen test data.

The results of these experiments are labeled Matrix in Table VIII. The experiments show that the accuracy was

significantly lower than the hand-designed network in three artificial data sets (POL2, Random21 and Redundant21)

and higher only in Kr-vs-kp.

C.2 Pruning

For the pruning experiments, the representation of the connectivity matrix and the GA parameters are the same as

in the previous experiment. A fully-connected neural network was trained at the start of each experiment using the

parameters shown in Table I. To calculate the fitness of each individual, a copy of the initial fully-connected network
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Domain Matrix Pruning Parameters Grammar
Breast Cancer 96.77 1.10 96.31 1.21 96.69 1.13 96.71 1.16

Credit-Australian 84.34 0.87 86.01 1.42 84.12 3.22 76.04 14.39

Credit-German 71.76 2.06 69.70 2.42 71.70 5.75 72.10 1.69

Diabetes-Pima 75.44 1.65 73.88 2.44 75.88 2.16 74.45 1.83

Heart-Cleveland 76.78 7.87 89.50 3.36 65.89 13.55 72.8 12.56

Housing 66.60 2.57 70.47 1.43 73.28 1.42 59.44 5.84

Ionosphere 87.06 2.14 83.66 1.90 85.58 3.08 88.03 1.55

Iris 92.40 2.67 92.40 1.40 91.73 8.26 92.93 3.08

Kr-vs-kp 96.45 1.00 92.44 0.98 98.07 0.95 96.23 1.68

Sonar 71.34 4.09 73.94 3.98 72.59 4.16 70.57 6.44

Wine 90.56 3.14 93.37 2.33 94.04 2.37 94.49 2.72

POL2 68.67 12.02 72.02 7.98 94.03 3.49 68.43 15.75

RCB2-8 79.24 5.42 59.01 12.14 92.01 3.51 75.55 4.29

Random21 71.03 6.43 94.05 3.32 80.08 4.77 95.28 1.52

Redundant21 73.40 9.02 94.86 4.19 72.68 17.05 96.95 1.13

Mean Accuracy 80.12 82.26 83.22 82.4
Median Time 1499 29 2688 4155
Mean Time 3227 73 13423 11246

TABLE VIII

Mean 5x2cv accuracies obtained by different methods of evolving the structure of a neural network. Results that are

significantly different (α = 0.05) from the hand-designed neural network are highlighted in bold. Times are given in CPU

seconds.

was pruned by setting to zero the weights corresponding to entries with zero in the connectivity matrix encoded in the

chromosome. The fitness was the accuracy of the pruned network on the training data. The pruned networks were not

retrained, but additional experiments reported elsewhere show that retraining with 1, 2 or 5 epochs of backpropagation

has little effect on the accuracy [64].

The connectivity matrix encoded in the best individual found by the GA was used to prune the initial fully-connected

network, which was tested on the previously unseen test data. The results in Table VIII show that in most cases pruning

results in networks with an accuracy that is not significantly different than the fully-connected networks. Pruning resulted

in worse results in two cases, and only in one case pruning improved the accuracy.

C.3 Finding Network Parameters

In our next application of GAs to network design, the GA was used to find the number of hidden units, the parameters

for BP, and the range of initial weights as described in section II-D. The length l of each individual was 36 bits. The

learning rate and the coefficient β for the activation function were encoded in five bits each and ranged in [0,1]. The

number of hidden units was also encoded in five bits and could take values in [0,31]. Initial experiments used seven bits

to encode the number of hidden units (allowing up to 127 hidden units). With five bits (and up to 31 hidden units),

we observed a notable reduction in execution time without a degradation in accuracy. This is expected since the largest

hand-designed network for these data sets has 15 hidden units (see Table I). The number of epochs was encoded in six

bits. The upper and lower ranges for the initial weights were encoded in ten bits each and their ranges were [-10,0] and
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[0,10], respectively.

After extracting the parameters from a chromosome, a network was built, initialized, and trained according to the

parameters. As in previous experiments, the 5-fold crossvalidated accuracy estimate was used as the fitness of the

networks.

The population of the GA contained 25 individuals and was initialized uniformly at random. Various population

sizes ranging from 10 to 100 were tried on selected data sets with no noticeably improvement in accuracy. The GA

used two-point crossover with probability 1.0 and the mutation rate was set at 1/l = 0.04. As in all experiments,

pairwise tournament selection without replacement is used. The GA runs were terminated after the best solution does

not improve for five generations or a limit of 50 generations is reached.

The best parameters found by the GA were used to build and train a final network. The final network was trained

on the entire training data and tested on the previously unseen testing data. As in all the experiments, the results

reported are the averages on the testing data. The accuracy results are labeled Parameters in Table VIII. The results

are significantly different from the hand-designed network in only two cases.

C.4 Graph Rewriting Grammar

We implemented Kitano’s graph rewriting grammar method as described in section II-D. We limited the number of

rewriting steps to 8, resulting in networks with at most 256 units. Since the chromosomes encode four 2 × 2 binary

matrices for each of the 16 rules, the string length is 256 bits. The GAs used populations with 64 individuals, multi-point

crossover with probability 1.0 and l/10 crossover points, and mutation with a rate of 0.004 ≈ 1/l.

After using the grammar encoded in the chromosomes to generate a connectivity matrix, a network was built from the

matrix and trained with backpropagation. As before, the fitness of the each individual was determined by estimating

the accuracy of the network with five-fold crossvalidation. The GA was stopped after five generations of no improvement

or a limit of 50 generations. The best grammar found was used to produce a final network, which was trained on the

entire training set and tested with the unseen test data.

The results labeled Grammar in Table VIII show that this network design method does not result in many significantly

different results. Only in one data set the grammar-based method resulted in a better accuracy than the hand-designed

network, and in two cases the grammar was significantly less accurate.

V. Conclusions

There are numerous combinations of EAs and NNs, but these methods have not been tested systematically and

compared carefully to each other. This paper represents the most comprehensive study to date, presenting a comparison

of eight combinations of EAs and NNs applied to 15 classification problems. We experimented with real- and binary-

encoded EAs to train the networks and we tested the effect of refining weights with backpropagation and Lamarckian
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and Baldwinian approaches. In addition, we experimented using EAs for feature subset selection and with four methods

to design the structure of the networks.

In a few data sets, we found that some methods perform quite differently than the others. However, most of the time,

the EA and NN combinations that we tried performed equally well and their accuracy was not significantly different

from the accuracy reached by backpropagation. The results also suggest that the methods that use GAs to design the

structure of networks perform slightly worse (but not significantly) than using GAs for training networks.

One conclusion of our study is that simple methods perform well and often better than more complex approaches.

In particular, networks trained with simple backpropagation and simple binary-encoded GAs were competitive with the

most complex methods examined here. Feature subset selection also demonstrated to be very useful. These algorithms

are easy to implement and, because they have fewer parameters than the more sophisticated algorithms, are also easier

to use in practice.

Innovative combinations of EAs and NNs are still being proposed. Evaluations of these new methods should be done

carefully and systematically and should include a variety of data sets and different algorithms.

There are other interesting combinations of GAs and NNs that we did not include in this study, but appear promising

and should be investigated in future work. For example, ensemble methods that combine several NNs are well known to

improve the classification accuracy, and several combinations of EAs and ensembles of NNs have been proposed. Other

interesting combinations use the EAs to evolve the structure and weights of the NN simultaneously.
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